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In this paper, a knowledge representation infrastructure for semantic
multimedia content analysis and reasoning is presented. This is one of
the major objectives of the aceMedia Integrated Project where ontolo-
gies are being extended and enriched to include low-level audiovisual
features, descriptors and behavioural models in order to support auto-
matic content annotation. More specifically, the developed infrastruc-
ture consists of thecore ontologybased on extensions of the DOLCE
core ontology and the multimedia-specific infrastructure components.
These are, theVisual Descriptors Ontology, which is based on an RDFS
representation of the MPEG-7 Visual Descriptors and theMultimedia
Structure Ontology, based on the MPEG-7 MDS. Furthermore, the de-
velopedVisual Descriptor Extractiontool is presented, which will sup-
port the initialization of domain ontologies with multimedia features.

1 Introduction

Video understanding and semantic information extraction have been identified
as important steps towards more efficient manipulation and retrieval of visual
media. Although new multimedia standards, such as MPEG-4 and MPEG-7,



provide important functionalities such as manipulation and transmission of
objects and metadata, their automatic extraction of metadata, and most impor-
tantly at a semantic level, is out of the scope of the standards and is left to the
content developer.

In well-structured specific applications (e.g. sports and news broadcasting)
domain-specific features that facilitate the modelling of higher level seman-
tics can be extracted [1]. A priori knowledge representation models are used
as a knowledge base that assists semantic-based classification and clustering
[2]. In [3], semantic entities, in the context of the MPEG-7 standard, are used
for knowledge-assisted video analysis and object detection, thus allowing for
semantic-level indexing. In [4], fuzzy ontological relations and context-aware
fuzzy hierarchical clustering are employed to interpret multimedia content for
the purpose of automatic thematic categorization of multimedia documents. In
[5] MPEG-7 compliant low-level descriptors are automatically mapped to ap-
propriate intermediate-level descriptors forming a simple vocabulary termed
object ontology. In [6] the problem of bridging the gap between low-level rep-
resentation and high-level semantics is formulated as a probabilistic pattern
recognition problem. Finally, in [7] and [8], hybrid methods extending the
query-by-example strategy are developed.

Due to the limitations of the state of the art multimedia analysis sys-
tems [9], it is acknowledged that in order to achieve semantic analysis and
knowledge mining from multimedia content, ontologies [10] are essential to
express the key entities and relationships describing multimedia in a formal
machine-processable representation [11]. Ontology modelling and ontology-
based metadata creation currently address mainly textual resources [12] or
simple annotation of photographs [13]. aceMedia investigates ontology mod-
elling in terms of both methodology and expressiveness in order to address
the additional requirements of multimedia resources [14]. The project will ad-
vance the state of the art by applying ontology-based discourse structure and
analysis to multimedia resources.

In this paper, the aceMedia knowledge representation infrastructure for se-
mantic multimedia content analysis and reasoning is presented. Explicit knowl-
edge representation thereby aims among others at supporting audio-visual con-
tent analysis and object/event recognition, the creation of knowledge beyond
object and scene recognition through reasoning processes and at enabling user-
friendly and intelligent search and retrieval. The presented knowledge infrastruc-
ture consists of several parts, namely thecore ontologyas a basis for all com-
ponents of the knowledge infrastructure, multimedia-specific conceptualiza-
tions in form of thevisual descriptor ontologyand themultimedia structure
ontologyand a user-friendlyvisual descriptor extractiontool that allows the
initialization of domain ontologies with visual features.



It should be emphasized that this work, including both the developed on-
tologies and the visual descriptor extraction tool, are presented as a multime-
dia knowledge infrastructure that, in the framework of aceMedia, will support
a wide range of applications, including knowledge-assisted analysis, context
analysis, reasoning, semantic search and personalization. At the current stage
of development, no testbed is available for benchmarking or experimental vali-
dation of the proposed representation approach. A first kind of such validation
will be carried out as part of the knowledge-assisted analysis development,
where visual descriptors of extracted objects in the multimedia content will
be matched against prototype instances in the domain ontologies to assist the
recognition process. Analysis will be context-sensitive, referring to alignment
of heterogeneous ontologies [15] as well as visual scene context [16].

The remainder of the paper is organized as follows: in Section 2, an overview
over the knowledge infrastructure, the utilized knowledge representation lan-
guages and the core ontology is given. Section 3 describes the multimedia
related ontologies and structures, i.e. the visual descriptor ontology and the
multimedia structure ontology for ACE metadata, while in Section 4 the vi-
sual descriptor extraction tool is presented. We conclude with final remarks
and an outlook in Section 5.

2 Knowledge Infrastructure

The challenge in building a knowledge infrastructure for multimedia analysis
and annotation arises from two main factors. On one hand, when reasoning
with multimedia data on a large scale, reasoners have to deal with large num-
bers of instantiations of the concepts and properties defined in the ontologies.
On the other hand, multimedia data comes in two separate though intertwined
layers: Themultimedia layerdeals with the semantics of properties and phe-
nomena related to the representation of content within the media-data itself,
e.g. its spatio-temporal structure or visual features for analysis. Thecontent
layerdeals with the semantics of the actual content contained in the media data
as it is perceived by the human media consumer. The knowledge infrastructure
should model the multimedia layer data so as to support extraction and infer-
encing of content layer data.

Ontology ArchitectureThis hybrid structure of the multimedia analysis task
must be necessarily reflected in the ontology architecture. In this paper, we
propose an ontology architecture that integrates these two layers. Fig. 1 sum-
marizes the developed knowledge infrastructure consisting of:

– The Multimedia Ontologies, which model the multimedia layer data, es-
pecially the visualizations in still images and videos in terms of low-level
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Fig. 1. Ontology Structure Overview

features and media structure descriptions. Structure and semantics have
been carefully modelled to be largely consistent with the existing MPEG-
7 multimedia description standard. The corresponding structures are the
Visual Descriptors Ontology(VDO), which is based on an RDF represen-
tation of the MPEG-7 Visual Descriptors and theMultimedia Structure
Ontology(MSO), based on the MPEG-7 MDS.

– TheDomain Ontologiesthat provide the necessary conceptualizations of
the content layer, for the specific aceMedia application domains. For the
initialization of the domain ontologies with prototype instances that link
to representative multimedia features, theVisual Descriptor Extraction
(VDE) tool has been developed.

– TheCore Ontologythat provides modelling of primitives at the root of the
concept hierarchy and can be exploited by both types of ontologies. It is
also meant to provide the necessary bridging between the other ontologies
within the architecture.

Knowledge Representation FormalismsSeveral knowledge representation lan-
guages have been developed during the last years as ontology languages in the
context of the Semantic Web, each with varying characteristics in terms of
their expressiveness, ease of use and computational complexity. The aceMe-
dia knowledge infrastructure is focused around two current languages:

Resource Description Framework Schema (RDFS)is a simple modelling
language on top of the Resource Description Framework (RDF) formalism1,
both being developed by the W3C. RDFS offers primitives for defining knowl-
edge models that are close to frame-based approaches. RDFS introduces classes,

1 RDF itself is not a Knowledge Representation system but tries to improve data in-
teroperability on the Web. This is achieved by specializing the XML data model
through a graph-based data model similar to the semantic networks formalism.



subsumption relationships on both classes and properties and global domain
and range restrictions for properties as modelling primitives. The resulting for-
malism allows to model ontologies as a taxonomic structure of concepts with
attributes and relations to other concepts as properties attached to each con-
cept.

Web Ontology Language (OWL), a language inspired by description logics
and also developed by the W3C, is designed to be used by applications that
need increased expressive power compared to that supported by RDFS, by
providing additional vocabulary along with formal semantics. OWL itself has
three sub-languages with varying expressivity.

At the current state of the aceMedia project, the knowledge infrastructure
is set up using RDFS, Rules and Axioms complementing the RDFS models
are provided using F-Logic [17]. This approach is expected to be comple-
mented by using an appropriate sub-language of OWL at a later stage. This
decision also reflects that a full usage of the increased expressiveness of OWL
requires specialized and more advanced inference engines, especially when
dealing with large numbers of instances as in aceMedia. Existing inference
engines are not able to consider all features provided by the different OWL
dialects or do not allow to do this efficiently. On the other hand, reasoning
on the purely conceptual level as supported by most OWL reasoners is of less
interest for multimedia analysis.

Core OntologyThe role of core ontologies is to serve as a starting point for the
construction of new ontologies, to provide a reference point for comparisons
among different ontological approaches and to serve as a bridge between ex-
isting ontologies. Core ontologies are typically conceptualizations that contain
specifications of domain independent concepts and relations based on formal
principles derived from philosophy, mathematics, linguistics and psychology.

The Descriptive Ontology for Linguistic and Cognitive Engineering (DOLCE)
[18] was explicitly designed as such an ontology. It is minimal in that it in-
cludes only the most reusable and widely applicable upper-level categories,
rigorous in terms of axiomatization and extensively researched and documented.
The RDFS version of DOLCE currently contains about 79 high level concepts
and 81 high level properties among them.

In the context of aceMedia, DOLCE has been chosen as core ontology for
several reasons. DOLCE is rich and consistent in its internal structure and ax-
iomatization. The design of DOLCE builds on insights from many scientific
disciplines, especially from philosophy, mathematics and psychology. DOLCE
has been carefully designed to be reusable and exhibits an inherent modular
nature. In fact, being part of the WonderWeb Foundational Ontology Library,
DOLCE is intended to be mapped to other foundational ontologies (possi-



bly more suitable for certain applications), and is supposed to be extended
with many modules covering different domains, tasks and/or lexical resources.
DOLCE contains explicit conceptualizations relevant for aceMedia by includ-
ing the concept of qualities that can be perceived and spatio-temporal concepts
descriptions.

Although the DOLCE core ontology provides means for representing spatio-
temporal qualities, reasoning with such descriptions requires the coding of ad-
ditional relations that describe the relationship between space and/or time re-
gions. Based on concepts taken from the ‘Region Connecting Calculus’ [19],
Allen’s interval calculus [20] and directional models [21] [22], we have care-
fully extended DOLCE to accomodate the corresponding directional and topo-
logical relationships in the spatial and temporal domains. Directional spatial
relations describe how visual segments are placed and relate to each other in
2D or 3D space (e.g., left and above). Topological spatial relations describe
how the spatial boundaries of the segments relate (e.g., touches and overlaps).
In a similar way, temporal segment relations are used to represent temporal re-
lationships among segments or events; the normative binary temporal relations
correspond to Allen’s temporal interval relations.

3 Multimedia Ontology and Structure

To enable multimedia content to be discovered and exploited by services,
agents and applications, it needs to be described semantically. Generating de-
scriptions of multimedia content is inherently problematic because of the vol-
ume and complexity of the data, its multidimensional nature and the poten-
tially high subjectivity of human-generated descriptions. Significant progress
has been made in recent years on automatic segmentation or structuring of
multimedia content and the recognition of low-level features within such con-
tent. However, comparatively little progress has been made on machine-generation
of semantic descriptions of audiovisual information.

During the early development stages of MPEG-7, Unified Modelling Lan-
guage (UML)[23] was used to model the entities properties and relationships
(description schemes and descriptors) which comprised MPEG-7. However,
the massive size of the specification combined with the belief that the UML
models are a development tool which duplicate information in the XML schemas,
led to the decision of excluding them from the final specification. Although the
lack of existing data models hinders the development of an MPEG-7 ontology,
it also means that the generated ontology will be even more valuable, pro-
viding both a data model and a definition of the semantics of MPEG-7 terms
and semantic relationships between them. Building the ontology should also
highlight any inconsistencies, duplication or ambiguities which exist across
the large number of MPEG-7 description schemes and descriptors.



Without a data model to build on, the class and property hierarchies and
semantic definitions had to be derived through reverse-engineering of the ex-
isting XML Schema definitions together with interpretation of the english-text
semantic descriptions. To simplify the process, we used a core subset of the
MPEG-7 specification together with a top-down approach to generate the on-
tology. Hence, our approach was to firstly determine the basic multimedia en-
tities (classes) and their hierarchies from the Multimedia Description Scheme
basic entities [24]. Next, the structural hierarchies were determined from the
Segment Description Schemes and the different multimedia and generic prop-
erties associated with the multimedia entities in order to construct a Multime-
dia Structure Ontology (MSO). Finally, a Visual Descriptors Ontology (VDO)
has been constructed, which contains the representations of the MPEG-7 vi-
sual descriptors.

Multimedia Structure OntologyThe top-level multimedia content entities of
the MSO are described in MDS FCD [24]. Within MPEG-7, multimedia con-
tent is classified into five types: Image, Video, Audio, Audiovisual and Multi-
media. Each of these types has its own segment subclasses. MPEG-7 provides
a number of tools for describing the structure of multimedia content in time
and space. The Segment DS (Section 11 of [24]) describes a spatial and/or tem-
poral fragment of multimedia content. A number of specialized subclasses are
derived from the generic Segment DS. These subclasses describe the specific
types of multimedia segments, such as video segments, moving regions, still
regions and mosaics, which result from spatial, temporal and spatiotemporal
segmentation of the different multimedia content types. Multimedia resources
can be segmented or decomposed into sub-segments through four types of de-
composition:

– Spatial Decomposition - e.g., spatial regions within an image;
– Temporal Decomposition - e.g., temporal video segments within a video;
– Spatiotemporal Decomposition - e.g., moving regions within a video;
– Media Source Decomposition - e.g., the different tracks within an audio

file or the different media objects

Visual Descriptor OntologyThe VDO, contains a set of visual descriptors to
be used for knowledge-assisted analysis of multimedia content. By the term
descriptor we mean a specific representation of a visual feature (color, shape,
texture etc) that defines the syntax and the semantics of a specific aspect of
the feature (dominant color, region shape etc). The VDO is divided into two
main sections. The first contains the descriptors that can be extracted using the
content preprocessing toolbox described in the following section and will form
the core of the VDO. The second contains useful additional descriptors, whose



extraction may be considered in next versions of the content preprocessing
toolbox. The core set of descriptors is a subset of the descriptors standard-
ized by MPEG-7 and were selected as the most appropriate (automatically
extractable, useful for automatic analysis) among the others for the creation
of the VDO. The entire VDO follows closely the specification of the MPEG-7
Visual Part [25], but several modifications were carried out in order to adapt
to the datatype representations available in RDFS.

4 Visual Descriptor Extraction Tool

The extraction of a set of prototypical low-level visual descriptors for different
domain concepts and their integration into the ontology structure poses two
issues.

Firstly, on the conceptual side, it must be clear how domain concepts
can be linked with actual instance data without having to cope with meta-
modelling. The approach we have adopted is pragmatical easily extendible and
conceptually clean. We propose to enrich the knowledge base with instances
of domain concepts that serve asprototypesfor these concepts. Each of these
is linked to the appropriate visual descriptor instances.

These prototype instances are not only instances of the domain concept in
question but are also stated to be instances of a separate Prototype concept.
The corresponding statements distinguish prototype instances from ordinary
instances of the domain concepts that are added to the knowledge base, e.g.
after the successful application of the analysis algorithms. The prototype in-
stances are linked to the regions for which the prototypical descriptors have
been computed by means of the relation depicted-by. The created statements
are added to the knowledge base and can be retrieved in a flexible way during
analysis. The necessary conceptualizations can be seen as extensions to the
VDO that link to the core ontology and are implemented in RDF:

<rdfs:Class
rdf:ID="http://www.acemedia.org/ontologies/VDO-EXT#PROTOTYPE">

<rdfs:subClassOf
rdf:resource=

"http://ontology.ip.rm.cnr.it/ontologies/DOLCE-Lite#Physical-Object"/>
</rdfs:Class>

<rdf:Property
rdf:ID="http://www.acemedia.org/ontologies/VDO-EXT#HAS-DESCRIPTOR ">

<rdfs:domain
rdf:resource=

"http://ontology.ip.rm.cnr.it/ontologies/DOLCE-Lite#Physical-Object"/>
<rdfs:range

rdf:resource="http://www.acemedia.org/ontologies/VDO#VisualDescriptor"/>
</rdf:Property>

Secondly, tool support is needed to create these statements from actual data
in a user friendly-way. Therefore, the purpose of the needed tool is to provide a



Fig. 2. OntoMat-Annotizer and VDE plug-in design architecture

friendly graphical user interface allowing management of multimedia content
(images and videos), the extraction of visual descriptor instances and linking
these with domain ontology prototype instances.

Currently, there are many existing tools for ontology-based annotation.
Most of them are document-centric, therefore they only support textual anno-
tation of web pages and ontologies and there is no solution available so far, for
the annotation of multimedia resources with low-level visual features. Thus,
there is a need for the development of a tool that bridges and integrates the
domain concepts and the low-level multimedia content description features.

In the aceMedia project, it has been decided to extend the CREAM (CRE-
Ating Metadata for the Semantic Web) framework [26], in order to develop the
multimedia ontology annotation tool mentioned above. OntoMat-Annotizer is
the reference implementation of CREAM. It is Java-based and developed in
the research field of ontology-based knowledge representation. There now ex-
ist two applications for the OntoMat-Annotizer framework: (i) it is used as an
annotation tool for web pages and (ii) it acts as the basis of an ontology engi-
neering environment. Moreover, OntoMat-Annotizer, provides a flexible plug-
in interface for further application extensions called OntoPlugin and offers the
possibility to implement new components and extend the core functionality of
OntoMat-Annotizer.



The tool is implemented as a plug-in to OntoMat-Annotizer, extends its
capabilities and supports initialization of ontologies with low-level multime-
dia features. This plug-in is called Visual Descriptor Extractor (VDE). Fig.
2 demonstrates the design architecture that has been followed, in order to
achieve such an implementation.

The VDE supports loading and processing of visual content (images and
videos). Usually, the user needs to extract the features (multimedia descrip-
tors) of a specific object inside the image/frame. For this reason, the VDE
application lets the user draw a region of interest in the image and apply the
multimedia descriptors extraction procedure only to the specific selected re-
gion.

The VDE supports the extraction of the core MPEG-7 Descriptors included
in the VDO. For this purpose, it uses the aceToolbox, a content pre-processing
toolbox developed inside aceMedia project, which is responsible for the low-
level analysis and MPEG-7 feature extraction. A sample XML output of the
MPEG-7 Contour Shape Descriptor follows:

<?xml version="1.0" encoding="ISO-8859-1"?>
<Mpeg7 xmlns="urn:mpeg:mpeg7:schema:2001"
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:schemaLocation="urn:mpeg:mpeg7:schema:2001schema/Mpeg7-2001.xsd">

<DescriptionUnit xsi:type="DescriptorCollectionType">
<Descriptor xsi:type="ContourShapeType">

<GlobalCurvature>9 7 </GlobalCurvature>
<PrototypeCurvature>3 9 </PrototypeCurvature>
<HighestPeakY>31</HighestPeakY>
<Peak peakX="16" peakY="6"/>
<Peak peakX="20" peakY="1"/>
<Peak peakX="10" peakY="5"/>
<Peak peakX="6" peakY="6"/>
<Peak peakX="49" peakY="6"/>
<Peak peakX="5" peakY="7"/>
<Peak peakX="55" peakY="7"/>
<Peak peakX="45" peakY="6"/>
<Peak peakX="1" peakY="7"/>

</Descriptor>
</DescriptionUnit>

</Mpeg7>

As described above, the VDE is based on the OntoPlugin interface and
has been implemented as a plug-in in the OntoMat-Annotizer application.
The VDE plug-in supports the transformation of the extracted multimedia re-
sources (MPEG-7 Descriptors in XML format) into instances of the visual
descriptors defined in the VDO by means of an XSL transformation specifica-
tion. The selection of the appropriate domain concept is performed by the user
himself and guides the tool in producing the appropriate domain concept pro-
totype instances and linking these with the newly created instances of visual
descriptors.



Fig. 3. The VDE plugin into OntoMat-Annotizer tool

The graphical interface of the integrated VDE tool into OntoMat-Annotizer
is presented in Fig. 3. After loading the domain ontology in the ontology
browser, the user is able to select a specific concept and create a prototype
instance of this concept. Then, by drawing the region of interest inside the
loaded image and extracting a visual descriptor, the specific prototype instance
is automatically linked with the extracted visual descriptor values. This proce-
dure is succeeded in the VDE by implementing the ontology linking approach
described at the beginning of this section.

5 Conclusions

In this paper, the aceMedia knowledge representation infrastructure for se-
mantic multimedia content analysis and reasoning was presented. In aceMe-
dia, ontologies are extended and enriched through the Visual Descriptors On-
tology and the Multimedia Structure Ontology to include low-level audiovi-
sual descriptors in order to support automatic content annotation. Appropriate
knowledge representation formalisms, a core ontology and a user-friendly tool
that allows the initialization of domain ontologies with visual features have
been developed to complete this infrastructure.

The presented knowledge representation will be used for audio-visual con-
tent analysis and object/event recognition, for reasoning processes and for en-



abling user-friendly and intelligent multimedia content search and retrieval.
Based on this infrastructure, aceMedia targets knowledge discovery and em-
bedded self-adaptability to enable content to be self organising, self annotat-
ing, self associating; more readily searched (faster, more relevant results); and
adaptable to user requirements (self reformatting). The next step in this direc-
tion is certainly the development of a testbed for experimental validation of
the proposed representation approach, as part of knowledge-assisted content
analysis.
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